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Patterns and Power of
Phenotypic Selection in Nature

JOEL G. KINGSOLVER AND DAVID W. PFENNIG

Phenotypic selection occurs when individuals with certain characteristics produce more surviving offspring than individuals with other
characteristics. Although selection is regarded as the chief engine of evolutionary change, scientists have only recently begun to measure its action in
the wild. These studies raise numerous questions: How strong is selection, and do different types of traits experience different patterns of selection? Is
selection on traits that affect mating success as strong as selection on traits that affect survival? Does selection tend to favor larger body size, and, if so,
what are its consequences? We explore these questions and discuss the pitfalls and future prospects of measuring selection in natural populations.
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Phenotypic selection occurs when individuals with
different characteristics (i.e., different phenotypes)
differ in their survival, fecundity, or mating success. The idea
of phenotypic selection traces back to Darwin and Wallace
(1858), and selection is widely accepted as the primary cause
of adaptive evolution within natural populations. Yet Darwin
never attempted to measure selection in nature, and in the
century following the publication of On the Origin of Species
(Darwin 1859), selection was generally regarded as too weak
to be observed directly in natural populations. Several now-
classic demonstrations of selection in the wild were pub-
lished between 1950 and 1975, most notably the case of
industrial melanism in peppered moths (Kettlewell 1973). As
late as the 1970s, however, industrial melanism remained
the primary example of selection in action.

The view that selection is too weak to be measured in the
wild has changed dramatically. In the past 25 years, selection
has been detected and quantified in hundreds of popula-
tions in nature (Endler 1986, Kingsolver et al. 2001, Hereford
etal. 2004). Indeed, there are literally thousands of estimates
of phenotypic selection in natural populations (Endler 1986,
Kingsolver et al. 2001). These data demonstrate that selection
occurs routinely in nature and that researchers can measure
its action. We are therefore in a position to ask more general
questions about phenotypic selection: How strong is selection?
Does selection always tend to increase (or decrease) trait
values, or are other patterns possible? Do different types of
traits experience different patterns or levels of selection? Is
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selection on traits that affect survival stronger than on those
that affect only mating success? In this article, we explore these
and other questions about the patterns and power of phe-
notypic selection in nature.

What is selection, and how does it work?

Selection is the nonrandom differential survival or repro-
duction of phenotypically different individuals. Thus, selec-
tion requires variation, whereby individuals differ in some of
their characteristics, and differential reproduction, whereby
some individuals have more surviving offspring than others
because of their distinctive characteristics. Those individuals
that do have more surviving offspring are said to have higher
fitness (note that fitness is a relative, not an absolute, measure).
When the characteristics under selection show heredity (i.e.,
when parents pass on some of their characteristics to their off-
spring), selection will lead to evolutionary change in these
characteristics. Indeed, when populations exhibit variation,
heredity, and differential reproduction for a trait, evolution
by natural selection will occur. Because these three conditions
are met for many traits in many populations, evolution by nat-
ural selection is widespread.
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dpfennig@email.unc.edu) work in the Department of Biology at the Univer-
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The factors in the environment that exert selection—both
the biological ones, such as an individual’s competitors,
predators, and parasites, and the nonbiological ones, such as
the weather—are called agents of selection. Traits on which
agents act are termed targets of selection.

Regardless of the precise agent or target of selection, phe-
notypic selection can take several forms. To understand these
forms, we first need to clarify the nature of phenotypic vari-
ation. Most traits in most organisms show continuous vari-
ation. Such traits—termed quantitative traits—are determined
by the combined influence of many different genes and the
environment.

When selection acts on quantitative traits, three main pat-
terns, or modes of selection, are possible. These three modes
can be visualized for a population by mapping (or, more for-
mally, regressing) the fitness associated with a particular phe-
notype onto the range of all possible phenotypes in that
population. This regression provides a statistical estimate of
the fitness function. The three modes of selection are defined
according to the shape of the fitness function, which de-
scribes the relationship between fitness and the phenotype
and determines the strength and form of natural selection
(figure 1).
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The first mode, directional selection, is characterized by
a linear fitness function (i.e., a straight line). Here, fitness
consistently increases (or decreases) with the value of the
trait. With positive directional selection, fitness increases
with increasing trait values, whereas with negative direc-
tional selection, fitness decreases with increasing trait values.
Directional selection also tends to reduce variation in a pop-
ulation, although often not dramatically.

The second mode, stabilizing selection, is characterized
by a nonlinear fitness function (i.e., a curved line). Here,
individuals with intermediate trait values have the highest
fitness. Although stabilizing selection does not tend to change
the mean trait value, it does tend to reduce variation in a
population by disfavoring individuals in the tails of the trait’s
distribution.

The third mode, disruptive selection, is also characterized
by a nonlinear fitness function, but here, individuals with
extreme trait values have the highest fitness. As with stabilizing
selection, disruptive selection does not tend to change the
mean trait value. Unlike stabilizing selection, however, dis-
ruptive selection increases variation by favoring individuals
in the tails of the trait’s distribution.

When the fitness function is described by a straight line (as
in directional selection), the slope
of the linear regression line mea-
sures the strength of selection.
When the fitness function has
curvature (as in stabilizing and
disruptive selection), quadratic
regression is required to estimate
the strength of selection. In this
case, the fitness (w) of a trait (z)
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Figure 1. Three different modes of selection (directional, stabilizing, and disruptive), show-
ing the trait distribution of a hypothetical population before selection (top), the fitness
function (center), and the trait distribution after selection among the survivors (bottom)
for each mode. The triangle under each histogram indicates the mean of each population;
the bar under each histogram indicates the variation (* 2 standard deviations) of each
population. Modified from Freeman and Herron (2004); data from Cavalli-Sforza and

Bodmer (1971).
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1983). By contrast, quadratic re-
gression of fitness on phenotype
indicates stabilizing performance
when 3 = 0 and 7y is significantly
negative (Lande and Arnold
1983). In both cases, Y measures
the strength of quadratic selec-
tion.

All three modes of selection
drive evolution by eliminating
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individuals with low fitness and preserving individuals with
high fitness. Moreover, as noted earlier, if the trait of interest
is heritable, then evolution will result, but the resulting trait
distribution will differ depending on the mode of selection.
In particular, for traits under positive directional selection, the
population will evolve larger trait values, whereas for those un-
der negative directional selection, the population will evolve
smaller trait values. For traits under stabilizing selection, the
population will evolve a smaller range of trait values as the av-
erage trait value becomes more common in the population.
Finally, for traits under disruptive selection, the population
will evolve a wider range of trait values, possibly leading to
the evolution of alternative phenotypes. Disruptive selection
may even promote the formation of new species if the two
phenotypic extremes become reproductively isolated from one
another.

Measuring selection

In principle, measuring phenotypic selection is straight-
forward. Suppose we are interested in possible selection act-
ing on some trait, z, in a population. We can measure the trait
values for a sample of individuals from the population and
then estimate the fitness associated with different trait values
(e.g., by measuring the body size or reproductive condition
of individuals with different trait values; box 1). Alterna-
tively, we can follow individuals over time and measure com-
ponents of fitness, such as survival, mating success, or
fecundity. In either case, because the evolutionary conse-
quences of selection depend on relative (not absolute) fitness,
the fitness value for an individual should be standardized to
the mean fitness of all members of the population. The rela-
tionship between variation in relative fitness and variation in
the trait values represents selection on the trait (estimated from
B for directional selection and from v for quadratic selection;
see “What is selection, and how does it work?” above).

A critical assumption of this approach is that variation in
the trait causes the observed variation in fitness. Three fac-
tors can complicate this relationship, however. First, rather than
acting directly on the trait of interest, selection may be act-
ing on other, unmeasured traits that are correlated with the
trait of interest, generating a spurious correlation between the
measured trait and fitness. One way to reduce this problem
is to estimate directional selection on a set of traits that may
influence fitness (box 2). This allows us to distinguish direct
selection on the trait from the indirect effects of correlated
traits; the strength of direct selection is called the selection
gradient (3).

A second complication involves environmental effects. If
environmental conditions affect fitness, and individuals with
different traits experience different environmental condi-
tions, this can alter the measured relationship between traits
and fitness and thus estimates of selection (Rausher 1992,
Stinchcombe et al. 2002). A useful experimental solution is
to randomize the locations (environments) of individuals with
different phenotypes or genotypes (Rausher 1992), but this
can be difficult to achieve in many natural environments.
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An alternative approach to estimating selection, dubbed
“phenotypic engineering,” involves experimentally manipu-
lating phenotypic traits and evaluating the effects of the
manipulation on subsequent fitness in natural environments,
relative to appropriate controls (Sinervo and Basolo 1996).
This method has been used to demonstrate selection on par-
ticular phenotypes in a number of systems (Sinervo et al. 1992,
Grether 1996). Phenotypic engineering is especially useful for
determining whether a trait is under selection and what
mode of selection might operate on it, because it can expand
the range of phenotypic values and reduce the problem of cor-
related traits (Travis and Reznick 1998). However, because phe-
notypic engineering often involves altering trait expression
beyond the range of trait values observed in natural popula-
tion, such manipulations do not help researchers estimate the
strength of selection on natural populations in the wild.

A third complication is that different phenotypic traits
have different units and dimensions (e.g., body mass versus
age at first reproduction), and changes in a single trait have
different consequences in different organisms (e.g., a 1-gram
change in body mass is a much greater increase in relative size
in mice than in whales). To compare selection across differ-
ent traits and systems, we need to standardize selection. One
common approach is to standardize the selection gradient rel-
ative to the standard deviation () of the phenotypic trait. The
standardized selection gradient B has a natural interpreta-
tion: It is the change in relative fitness that results from 1 stan-
dard deviation of change in a trait. Thus, if B = 0.5, moving
1 standard deviation away from the population mean in-
creases relative fitness by 50%.

With these statistical tools in hand, we ask: How strong is
selection? Is selection on traits associated with survival
stronger than on traits associated with mating success? How
common are stabilizing selection and disruptive selection in
nature?

How strong is selection in nature?

Numerous studies have measured phenotypic selection in nat-
ural populations using the methods described above (Endler
1986). We are therefore in a position to synthesize these stud-
ies and look for more general patterns of selection. Such a syn-
thesis has been undertaken recently. Kingsolver and colleagues
(2001) reviewed selection studies published between 1984 and
1998 and identified 63 studies of 62 species involving a wide
range of taxa, geographic areas, and types of traits. These stud-
ies yielded 993 estimates of directional selection (B). Posi-
tive and negative values of B occur with equal frequency, so
it is more informative to consider the absolute value, If I, as
an indicator of the magnitude of directional selection.

A frequency distribution of IB | shows a wide range of
values, with small values most common but with a long “tail”
of higher values (figure 2; Kingsolver et al. 2001). For exam-
ple, the median value was 0.16, and 13% of the values were
greater than 0.5, indicating very strong selection. To put this
in perspective, imagine a population in which a heritable
trait (#* = 0.5; see box 2) experiences persistent directional se-
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Box 1. Different modes of selection in natural populations: A case study from amphibians.

Populations confronting different ecological circumstances can undergo different modes of selection. For example,
Mexican spadefoot toads (Spea multiplicata) and Plains spadefoot toads (Spea bombifrons) co-occur in the southwestern
United States. Their tadpoles are highly variable in resource use and trophic morphology, as represented by two extreme
morphotypes (Orton 1954, Pomeroy 1981, Pfennig 1992): (1) the omnivore morph, a round-bodied tadpole with a long
intestine, small jaw muscles, and smooth mouthparts used for feeding on detritus (60% by gut volume; Pomeroy 1981)
and anostracan fairy shrimp (38% by gut volume; Pomeroy 1981); and (2) the carnivore morph, a narrow-bodied tadpole
with a short intestine, greatly enlarged jaw muscles, and notched mouthparts used for feeding on larger anostracan fairy
shrimp (85% by gut volume; Pomeroy 1981) and detritus (see figure). In some ponds, there is clear dimorphism in trophic
morphology; in other ponds, intermediates—both in morphology and in resource use—may be the most common
phenotype present (Pomeroy 1981, Pfennig 1990).

Using body size as a proxy for fitness (body size correlates with several important fitness components in larval amphibians),
Pfennig and colleagues (2007) found that the mode of selection operating on trophic morphology varies for different
species and populations. Specifically, in mixed-species ponds, the most carnivore-like S. bombifrons tadpoles were the
largest (see the figure, panel a; cubic splines [solid lines] are bracketed by 95% confidence intervals [dashed lines]
estimated from 1000 bootstrap replicates). This observation suggests that directional selection favors more carnivore-
like S. bombifrons. Presumably, this pattern reflects selection on S. bombifrons to express resource-use phenotypes that
minimize their overlap with S. multiplicata for food; S. multiplicata tend to be more omnivore-like than S. bombifrons.

A different mode of selection was detected among S. multiplicata in these mixed-species ponds. Here, stabilizing selection
appears to favor individuals with intermediate phenotypes (see panel b). Presumably, carnivore phenotypes in these
individuals are selectively disfavored because they are competitively inferior to S. bombifrons (Pfennig and Murphy 2002).
Yet why does selection not favor omnivores, which are as distinct as possible from S. bombifrons? Pfennig and colleagues
(2007) hypothesize that selection acts against S. multiplicata omnivores in mixed-species ponds because omnivores
metamorphose later and at a smaller body size than carnivores. Because mixed-species ponds typically contain relatively
high shrimp densities, S. multiplicata that express an intermediate trophic phenotype—and that can thereby supplement
their detritus diet with, but not specialize on, the more nutritious shrimp resource—may be selectively favored. Thus, in
mixed-species ponds, selection appears to favor S. multiplicata that are as carnivore-like as possible while simultaneously
minimizing resource overlap with S. bombifrons.

Finally, a third mode of selection was
detected among S. multiplicata in
single-species ponds (see panel c).
Here, disruptive selection favors
extreme trophic phenotypes. In these
ponds, individuals expressing trophic
phenotypes on either end of a resource-
use spectrum would most likely have a5
fewer (and, in the case of extreme
omnivores, perhaps lower-quality)
resources available. Nevertheless,
compared with the majority of the
population that may be intermediate
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which to share those resources. Thus,

relative to intermediate individuals, the overall fitness of extreme omnivores and carnivores may be high. Additional
evidence that such density-dependent disruptive selection favors extreme phenotypes comes from field experiments
demonstrating that the two morphs are maintained within ponds by negative frequency-dependent selection (Pfennig
1992), which is a hallmark of competitively mediated disruptive selection (Day and Young 2004).
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lection of median magnitude (B, = 0.16). In fewer than 50
generations, the population mean would shift by 3 standard
deviations, thereby exceeding the initial range of variation in
the population. Thus, phenotypic selection in many natural
populations is strong enough to cause substantial evolu-
tionary changes in tens to hundreds of generations, which is
a very short timescale in evolutionary terms (Reznick et al.
1997, Hendry and Kinnison 1999, Hoekstra et al. 2001).

Several complications temper this important conclusion,
however (Kingsolver et al. 2001, Hereford et al. 2004, Hersch
and Phillips 2004). First, studies that fail to detect strong or
significant selection are less likely to be published, particularly
if the study has a small sample size. This leads to a publica-
tion bias, in which studies with larger effects are more likely
to be reported than those with smaller effects. There is some
indication of such publication biases in the selection data,
slightly inflating the average magnitude of selection detected
(figure 2; Kingsolver et al. 2001, Hersch and Phillips 2004).
Second, many selection studies have small sample sizes that
limit their statistical power. For example, as illustrated in fig-
ure 2, only 25% of the individual values of 3 _ are significantly
different from zero at the 95% significance level (one would
expect 5% of the values to be significant as a result of chance
alone). Consequently, most studies have insufficient statisti-
cal power to detect selection of typical magnitude (Hersch and
Phillips 2004). Thus, selection is potentially potent, albeit
typically difficult to detect. A third limitation is that most stud-
ies measure selection in terms of one or more components
of fitness (e.g., aspects of an individual’s survival, mating
success, or fecundity) rather than total lifetime fitness (e.g.,
the total number of surviving offspring that an individual pro-
duces). Indeed, less than 5% of the available measurements
of phenotypic selection involve total lifetime fitness, which is
difficult to measure in most natural field populations (King-
solver et al. 2001). This is important because the magnitude
and even the direction of selection on a trait may differ for
different components of fitness. On the other hand, a recent
statistical analysis by Knapczyk and Conner (forthcoming) in-
dicates that sampling error does not bias estimates of the av-
erage strength of phenotypic selection, and suggests that
publication bias is detectable only for selection estimates
with very small sample sizes.

A recent alternative approach to assessing the magnitude
of selection is to standardize the selection gradient using the
mean value of the trait rather than the standard deviation
(Hereford et al. 2004). The mean-standardized gradient, B”,
has a useful and natural interpretation: Selection on fitness
itself would produce a Bu of 1. A recent survey of selection
studies from 1984 through 2003 reported a bias-corrected me-
dian value for B of 0.31, and more than 20% of the values
exceeded 1, indicating that selection on these traits was
stronger than stronger than selection on fitness itself (Here-
ford et al. 2004). As Hereford and colleagues (2004) note, such
large values “cannot be representative of selection on all
traits.” However, there are a number of limitations to the use
of mean-standardized measures of selection. First, the inter-
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Box 2. Selection and evolution of multiple traits.

Evolution by natural selection requires three condi-
tions: variation, inheritance, and selection (differential
reproduction). We can describe quantitatively how
evolution proceeds from these conditions. Suppose we
have a trait z that is experiencing directional selection,
with a selection gradient 3. The evolutionary change
in the mean trait value of the population per genera-
tion is given by

Az= GB,

where G is the additive genetic variance for the trait
(Lande 1979). Thus the amount of evolutionary
change per generation is simply the product of the
genetic variation and the strength of selection on the
trait. A useful alternative way to consider genetic vari-
ation is in terms of heritability (1?): h* = G/P, where
Pis the phenotypic variance in the trait. Heritability
indicates the fraction of the total population variation
in a trait that is due to the additive effects of genes.

This relationship can readily be extended to multiple
correlated traits (Lande and Arnold 1983). Consider
two traits, z, and z,, that experience directional selec-
tion gradients {3, and 8,. Then the evolutionary
change in the two traits per generation is expressed as

Az =GB+ G,f,
and

Az, =G, B +Gy,B,
where G|, and G,, are the additive genetic variances
for traits 1 and 2, and G, = G, is the genetic covari-
ance between traits 1 and 2. The new feature here is
the effect of genetic covariance on evolution. Genetic
covariances can arise when some of the same genes
affect multiple traits: For example, some genes can
affect both body weight and brain weight (Lande
1979). Suppose that there is positive directional selec-
tion on trait 1 but not on trait 2 (i.e., , = 0) and that
there is a positive genetic covariance between the
traits (i.e., G,, > 0). Then trait 2 will evolve even
though there is no direct selection on it, as a result of
selection on trait 1 and of the genetic covariance
between the two traits. Correlations among traits can
have important effects on how organisms evolve in
response to selection (Lande and Arnold 1983).

pretation of Bu is valid only for traits that represent true
ratios and where the zero value is not arbitrary. This limita-
tion excludes many interesting phenotypic traits, such as
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suggests that competition for mates may be im-
portant for rapid evolution in nature. Many peo-
ple view evolution as a “struggle for existence.”
Yet the struggle for existence may often be less im-
portant than the struggle to mate.

Selection on size: Cope’s rule

Body size is an especially common target of se-
lection (box 1). This is perhaps not surprising,
given that an organism’s body size affects nearly
every aspect of its biology, from its biochemistry
to its ecology (Bonner 2006). A striking pattern
that has emerged from investigations into the
evolution of body size is a tendency for species
within a taxonomic group to evolve toward larger

0 0.2 0.4 0.6
Linear selection gradient (|B|)

Figure 2. Frequency distribution of the magnitude of directional selection
(IB1). Different distributions are shown according to the statistical sig-
nificance of each individual estimate. Modified from Kingsolver and

colleagues (2001).

phenology and seasonal timing, and composite traits, such as
principal components (Kingsolver et al. 2001). A second,
practical issue is that because the information needed to
compute Bu is not always reported in published studies, this
approach excludes up to 70% of the available data on phe-
notypic selection. Third, analyses indicate that large values of
B, are consistently associated with small values of the co-
efficient of variation (CV), the ratio of the standard deviation
to the mean of the trait. For example, for values of Bu greater
than 1, the median value of CV was 0.10—a mean 10 times
greater than the standard deviation. In contrast, for values of
Bu less than 1, the median value of CV was 0.26.

There is no obvious biological reason for very 0.4

strong selection to be associated with small CV
values (i.e., with traits that show small variation
relative to the mean), and a statistical explana-
tion for this pattern is more likely.

Given the enormous diversity of organisms, we
are usually interested not in average selection
but rather in differences in selection among dif-
ferent components of fitness, agents of
selection, and targets of selection. One important
issue to resolve is whether the relative magnitude

of phenotypic selection due to variation in sur-
vival or fecundity (natural selection) is greater
than that due to variation in mating success
(sexual selection). The data on directional se- 0

lection gradients () indicate that sexual selec-
tion is significantly stronger than natural selection
(figure 3). For example, the median magnitude
of sexual selection is more than twice as great as
that of natural selection, a pattern that holds
for diverse plant and animal taxa. This result
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1 body size, a pattern known as Cope’s rule. While
exceptions are known, Cope’s rule has been doc-
umented in numerous plant and animal taxa
(box 3; Hone and Benton 2004). Many expla-
nations for Cope’s rule have been proposed,
ranging from statistical artifact to differences in
extinction rates. We were interested in whether
phenotypic selection on body size within natural

populations could account for Cope’s rule.

To address this question, we considered studies of the
strength of directional selection (f3,) on body size compared
with other morphological traits (Kingsolver and Pfennig
2004). We identified 42 studies that measured selection on
morphological traits including size, and 20 studies that mea-
sured selection both on body size and on other morpholog-
ical traits within the same study. When we plotted the
frequency distribution of selection strengths (j3,) from these
studies, a clear pattern emerged (figure 4a). For morpholog-
ical traits excluding size, this frequency distribution is sym-

----- Fecundity
— — -Mating
Survival

0.2 0.4 0.6 0.8 1

Linear selection gradient (|p])

Figure 3. Frequency distribution of the magnitude of directional selection
(IB1) for selection via three different components of fitness (fecundity,
mating, and survival). Modified from Kingsolver and colleagues (2001).
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metric about zero, with 50%
of the values greater than zero
and a median value for {3 of 02
0.02. This is not surprising:
Sometimes there is positive
selection and sometimes neg- -
ative selection on various
morphological traits in dif-
ferent studies. In contrast, the
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distribution of directional se-
lection values for body size is
strongly skewed toward pos-
itive values: 79% of the values
exceed zero, and the median
value of B_ = 0.15 (figure 4a). 03|
Selection appears to favor
larger size, regardless of 02
whether increased size is
thought to increase survival
(figure 4b), fecundity (figure
4c), or mating success (figure
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4d). In most studies of natural a5 3 s
populations to date, larger in-
dividuals have higher survival,
greater fecundity, and greater
mating success—that is, big-
ger is generally fitter.

Does it follow, then, that
organisms will evolve larger
size? Recall that directional selection for a trait, such as in-
creased size, will lead to evolutionary change only if there is
heritable variation for the trait. Heritable variation for body
size exists in most natural populations that have been stud-
ied. There may also be opposing selection on traits that are
correlated with size. For example, longer development time
(time to reach adulthood or sexual maturity) is frequently ge-
netically correlated with larger body size, but there may be se-
lection for shorter development time that opposes selection
favoring larger size. The available data indicate some evi-
dence for selection favoring shorter development times, but
this is not sufficient to counterbalance selection on size (King-
solver and Pfennig 2004).

What are the evolutionary consequences of consistent
directional selection for larger size? A selection gradient of
0.15 and a modest heritability (4> = 0.33) would lead to an
evolutionary increase in the mean size in a population by
0.05 standard deviations each generation. This rate of
evolution falls well within the range of microevolutionary
change observed in some populations within the past century
(Hendry and Kinnison 1999). If extrapolated over a longer
time period, this could translate into substantial increases in
body size in a species or evolutionary lineage. Directional se-
lection on size of the magnitude we have documented would
increase the mean size of individuals by 5 standard deviations
in only 100 generations—much faster than the rates measured
from the fossil record that illustrate Cope’s rule. As a result,
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Figure 4. Frequency distribution of the magnitude of directional selection (\B) for body size
and for other morphological traits for (a) all fitness components, (b) traits related to sur-
vival, (c) traits related to fecundity, and (d) traits related to mating success. Modified from
Kingsolver and Pfennig (2004).

the positive directional selection observed in contemporary
populations is more than sufficient to account for Cope’s
rule.

But our proposed explanation for Cope’s rule also pre-
sents a paradox. If selection generally favors larger size,
why aren’t more contemporary species near their maximum
potential size? Indeed, the largest known species of arthro-
pods, insects, amphibians, reptiles, birds, and land mam-
mals lived millions of years ago; the largest present-day
representatives of these groups are much smaller. What
prevents organisms from evolving toward ever-increasing
size? The most likely explanations involve extinction. Species
with larger body sizes generally have smaller population
sizes, have longer generation times, and require larger
areas of habitat (Bonner 2006), all of which increase the like-
lihood of species extinction during periods of environ-
mental change. Many of the world’s most threatened and
endangered species of vertebrates have relatively large body
size. For example, during the widespread extinctions of
mammals in North America that followed the end of the last
ice age, large-bodied species were particularly hard hit:
Mammoths and mastodons, American horses and camels,
giant ground sloths, cave bears, and saber-toothed cats all
went extinct. More generally, studies of mass extinctions
of diverse taxa throughout life’s history reveal that large
species are often more likely to go extinct than their smaller
relatives. As a result, extinction may help to explain why
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Box 3. Cope’s rule in pterosaurs.

Pterosaurs were flying diapsid reptiles (other diapsids include
ichthyosaurs, plesiosaurs, lizards, crocodiles, and dinosaurs).
From the time they first appeared 220 million years ago to a
the time they went extinct 65 million years ago (during the
end-Cretaceous mass extinction), pterosaurs increased dra-
matically in overall body size. (Panel a in the figure presents
the estimated maximum wingspan for 18 genera of
pterosaurs, based on data in Lawson 1975, Maisey 1991,
Hazelhurst and Rayer 1992, Company et al. 2001, Buffetaut et
al. 2002, Chiappe et al. 2004, and Unwin 2006.) In fact, dur-
ing their 155-million-year reign, pterosaurs increased in size

Quetzalcoatlus

Wingspan (m)

6 Anhanguera 0
by a remarkable 3000%. .
ey
Pterosaurs underwent their most impressive increase in size 4
during the Cretaceous period (144 million to 65 million years i
. J— 2 | Eudimorphodon e
ago), shortly after birds first appeared (about 150 million -
years ago). One hypothesis for this increase in size is that it gl & i

may have been driven by competition from birds. Possible
evidence of such competition is provided by fossil assem-

blages in China, which reveal that birds were more common

in terrestrial, inland areas, whereas pterosaurs were more
abundant in coastal areas (Wang et al. 2005).

Regardless of the precise selective agent, if any, that may have

favored larger size, during the time they were undergoing

their most dramatic size increase (i.e., during the Cretaceous)

pterosaurs were also becoming less diverse (panel b; data

from Unwin 2006). Therefore, by becoming larger, pterosaurs

may have paid a cost in terms of increased vulnerability to
extinction, a pattern observed in many taxa.
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most organisms remain relatively small in the face of con-
tinuing natural and sexual selection for larger size within
populations.

Patterns of quadratic selection
So far, we have emphasized the importance of directional
selection in generating evolutionary adaptation and evo-
lutionary change. As noted earlier, however, nonlinear modes
of selection are also possible. In quadratic selection, which
affects variation rather than the mean trait value in a popu-
lation, the relationship between fitness and the phenotype
is curved (box 1, figure 1). Recall that we can quantify the
strength of quadratic selection in terms of the quadratic
selection gradient 1y, which reflects the curvature of the re-
gression between the trait and fitness. If most populations are
well adapted to their current environment, we would expect
stabilizing selection to be common and most 7y values to be
negative. Conversely, disruptive selection, in which ¥ is pos-
itive, is thought to be relatively rare.

What patterns of quadratic selection are observed in nat-
ural populations? Kingsolver and colleagues (2001) identified
574 measures of . The frequency distribution of y is sym-
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metric about zero, with negative and positive values equally
common (figure 5). Fifty percent of the yvalues are between
—0.1 and +0.1, indicating that the magnitude of quadratic
selection is rather small; only 16% of the values are signifi-
cantly different from zero. Thus, stabilizing selection appears
to be no more common than disruptive selection, a surpris-
ing result that we will return to shortly.

What about the magnitude of quadratic selection? For il-
lustration, a value of —0.1 for yindicates that individuals 2 stan-
dard deviations away from the mean phenotype (about 5%
of the population) will have levels of fitness that are 40% be-
low the maximum fitness, a substantial effect. However, the
vast majority of yvalues of this magnitude are not significantly
different from zero (figure 5). This suggests that most stud-
ies of quadratic selection do not have the sample size or sta-
tistical power to quantify selection of the magnitude that
may be typical in natural populations.

Several other factors complicate our interpretation of these
results. There is clear evidence for publication bias, in which
studies with small sample sizes are more likely to be published
if the yvalues are larger or statistically significant. Such biases
will inflate the magnitude of selection reported in the liter-
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ature. Yet when multiple traits are involved, es-
timating quadratic selection one trait at a time
can result in underestimating the magnitude of
selection (Blows and Brooks 2003). Environ-
mental biases can also cause underestimates of
quadratic selection (Stinchcombe et al. 2002).
Moreover, few studies have focused specifically
on quadratic selection (Brodie et al. 1991, Blows
et al. 2003, Brodie and Ridenhour 2003, Blows
2007; but see Bolnick 2004, Pfennig et al. 2007),
so perhaps the paucity of evidence for strong
quadratic selection is not surprising. In sum,
there is an urgent need for well-designed field
studies to measure selection in populations where
either form of quadratic selection might be
anticipated. 0

0.3 1

©
N
]
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nnnw Articles
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——— Significant

From selection to adaptive landscapes
Phenotypic selection involves the relationship

-0.5 0 0.5 1
Quadratic selection gradients (y)

between the trait values and the relative fitness  Figure 5. Frequency distribution of the strength of quadratic selection (y).
of individuals within a population (box 1). Are-  Stabilizing selection requires a value for of less than zero, whereas disrup-
lated concept is the adaptive landscape, which  tive selection requires a value greater than zero. Different distributions are
connects the mean trait value of a population to  shown according to the statistical significance of each estimate. Modified
the population’s mean fitness (Wright 1932,  from Kingsolver and colleagues (2001).

Lande and Arnold 1983, Phillips and Arnold

1989). The adaptive landscape can be thought of as a surface,
consisting of adaptive peaks (mean trait values associated with
high mean fitness) and valleys (mean trait values associated
with low mean fitness), over which a population can poten-
tially move. Any given population resides at a point on the
adaptive landscape, representing the mean phenotype of the
individuals that comprise the population. The slope of the
landscape at that point indicates the strength of directional
selection on the population. Selection should tend to drive the
population “uphill” toward the nearest adaptive peak. Once
the population reaches the peak, stabilizing selection should
keep it there. Because it is generally thought that most or-
ganisms are well adapted to their environment, it is commonly
assumed that most populations reside at adaptive peaks. If
most populations are indeed at or near adaptive peaks, then
we would expect that most populations would experience sta-
bilizing rather than directional selection, and that disruptive
selection should be uncommon.

The data on selection in natural populations do not match
these predictions. Based on the available measurements of v,
stabilizing selection appears to be no more common than dis-
ruptive selection (figure 5), and many populations experience
at least moderate levels of directional selection. This finding
suggests that most populations are not currently at local
peaks in the adaptive landscape. An interesting recent analy-
sis uses values of 3 and y to compute how far populations are
currently from nearby adaptive peaks (Estes and Arnold
2007). When y< 0 (as in approximately 50% of the cases), the
typical population is only 1 standard deviation about from
a fitness peak (Estes and Arnold 2007). However, the same
analysis implies that many populations (when y< 0) are only
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1 to 2 standard deviations from fitness valleys, where mean
fitness is at a minimum.

Why don’t more populations appear to reside at adaptive
peaks (Price et al. 1988)? One possibility, discussed earlier, is
that published studies do not represent an unbiased esti-
mate of the true frequency or strength of stabilizing selection
in natural populations. Another possibility is that random en-
vironmental change causes adaptive peaks to fluctuate over
time. For example, just as directional selection moves a pop-
ulation close to an adaptive peak, the environment may
change, causing the peak (and the entire landscape) to shift
to a different range of trait values (figure 6). A shifting adap-
tive landscape would preclude the population from experi-
encing stabilizing selection; instead, the population would tend
to experience directional selection that fluctuates in both
sign (positive or negative) and magnitude. Such a pattern of
shifting directional selection has been documented in several
systems (Gibbs and Grant 1987, Losos et al. 2006).

Although this analysis can explain why many populations
experience at least moderate levels of directional selection, it
does not explain why disruptive selection may be as common
as stabilizing selection. This result is surprising, because dis-
ruptive selection is generally thought to be relatively rare in na-
ture (e.g., Endler 1986). Of course, one possible explanation
for the apparent commonness of disruptive selection is that
it is an artifact of sampling bias. Recall that most studies of qua-
dratic selection do not have the sample size or statistical power
to quantify selection of the magnitude that may be typical in
natural populations. Alternatively, disruptive selection may be
relatively common, and its widespread occurrence may reflect
a ubiquitous agent of selection in nature: competition for re-
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Population A experiences
stabilizing selection. Populations
B and C experience directional
selection for smaller and larger
trait values, respectively.
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Fitness —>

Time 2

Later, the fitness landscape
changes, and directional

selection now favors
smaller frait values in
population C.

012345678910 111213 14 15 16 17

Trait value —>

Figure 6. A diagrammatic representation of how a shifting fitness
landscape might prevent a population from experiencing stabiliz-
ing selection on a particular trait.

sources, such as food. Because competition tends to decrease
individual fitness, natural selection is generally thought to
favor traits that lessen competition’s intensity. One way for
selection to do so is to favor evolutionary divergence between
initially similar phenotypes through density-dependent or
frequency-dependent disruptive selection (Sinervo and Cals-
beek 2006). In a population that exploits a continuously vary-
ing resource, those individuals that utilize the most common
resource (e.g., intermediate-size prey) will initially have a
fitness advantage. As more individuals begin to exploit this
resource, however, competition will become increasingly
severe, and the fitness of these individuals will begin to decline
(Day and Young 2004). As long as there is a broad range of
resource types, individuals that specialize on less common
resources on either end of the resource-use spectrum (e.g.,
very small or very large prey) will have fewer competitors. Even-
tually, the fitness of these divergent individuals may exceed that
of individuals with intermediate phenotypes, as disruptive
selection, driven by resource competition, favors less common,
more extreme phenotypes. Evolution resulting from such
frequency-dependent disruptive selection may explain the
prevalence within many natural populations of alternative
morphs for resource use or mating tactics (e.g., box 1; Gross
1996).

Conclusions and future directions

As we have seen, phenotypic selection has now been quanti-
fied in numerous organisms and in a broad range of ecolog-
ical contexts. An analysis of these studies has revealed some
interesting, and occasionally unexpected, patterns. We sum-
marize four such patterns here:

570 BioScience ¢ July/August 2007 / Vol. 57 No. 7

First and foremost, phenotypic selection in nature is
common and can be measured in the field in real time (fig-
ure 2). In particular, directional selection is often sufficiently
strong to cause substantial evolutionary change in a rela-
tively short period.

Second, selection acting on traits that influence mating
success (e.g., elaborate displays in males) appears to be
stronger than selection acting on traits that influence sur-
vival or fecundity (i.e., sexual selection tends to be stronger
than natural selection; figure 3). Thus, competition for
mates may be more important in evolution than is generally
assumed.

Third, in most species studied, directional selection
tavors larger body size (figure 4a). This pattern contrasts
with the pattern for other morphological traits, which
tend to experience positive and negative directional
selection with equal frequency (figure 4a). Moreover, big-
ger organisms are generally fitter, regardless of whether
larger body size enhances survival (figure 4b), fecundity
(figure 4c), or mating success (figure 4d). In fact, directional
selection favoring larger body size is sufficiently strong to
explain Cope’s rule, the widespread tendency for lineages
to evolve toward larger body size.

Finally, we have little evidence that stabilizing selection
is more common than disruptive selection (figure 5). This un-
expected result may reflect statistical biases, lack of statistical
power, the tendency for environments and adaptive landscapes
to change frequently, or the widespread tendency for organ-
isms to compete for scarce resources.

Many questions remain unanswered, however. Here we
highlight four such questions that are likely to be fruitful
areas for future research.

First, how does phenotypic selection acting on a particu-
lar trait change over time? Although phenotypic selection is
sometimes strong, it is not clear whether it remains so for long.
Environments may change so frequently that the magnitude
and direction of selection may also vary frequently. We ur-
gently need more long-term studies of selection in the wild
to determine whether the magnitude, the direction, and even
the mode of selection tend to vary over time (e.g., Grant and
Grant 2006) and space (e.g., box 1).

Second, how common and how strong is stabilizing
selection? As we have seen, the available evidence suggests that
disruptive selection is as common as stabilizing selection.
Does this pattern reflect the true pattern of selection in
nature, or does it merely reflect publication bias or some
other distortion in the data available?

Third, what component or components of fitness provide
the most complete picture of the strength and pattern of se-
lection in nature? A good operational definition of fitness is
that it is the total number of offspring that an individual
produces in its lifetime. Yet, because it is often not practical
to measure the lifetime number of offspring produced, most
studies of selection focus on only one component of fitness,
such as survival (or even, more indirectly, traits that correlate
with survival; see, e.g., box 1). It is often not known, however,
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how reliably the measured fitness component predicts true life-
time fitness.

Finally, what role has phenotypic selection played in gen-
erating the amazing diversity of life-forms in the world
around us? Our review of phenotypic selection in natural pop-
ulations suggests that selection is often sufficiently potent to
account for large-scale phenotypic change over relatively
short periods of evolutionary time. Therefore, if selection
persists, long-term trends may result from selection acting at
the level of the individual. One such trend is Cope’s rule
(box 3). Do other macroevolutionary trends, such as the in-
crease in diversity over geological time, also emerge from
phenotypic selection acting on individuals within populations?

In sum, modern analyses of phenotypic selection reveal a
dynamism and complexity that Darwin and his contempo-
raries probably never imagined. Understanding the patterns
and power of phenotypic selection is central to evolutionary
biology.
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